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1 Introduction

Modern machine learning models require large training
datasets to achieve good accuracy, yet manual labelling
and curation of large datasets are both expensive and
time-consuming. Thus, acquiring labelled datasets has
become one of the main bottlenecks in applying machine
learning in practical scenarios. This has motivated re-
searchers to investigate approaches to reduce annotation
costs and instigated corporate activity on labelling ser-
vices.

The programmatic weak supervision (PWS)
framework [Ratner et al.(2016), Ratner et al.(2017),
Zhang et al.(2022)] provides an approach to automati-
cally label large datasets without manually annotating
specific instances. In the PWS framework, users
represent weak supervision sources in the form of label
functions (LFs), which are programs that provide noisy
labels to a subset of data. Since the label functions have
varying accuracy and may exhibit ad-hoc correlations, a
label model is designed to aggregate noisy, weak labels
into probabilistic labels. The aggregated labels are then
used to train the downstream model.

While the PWS framework reduces annotation costs, it
still has some limitations. First, the design of LFs requires
substantial endeavours and domain expertise, while au-
tomatic LF design is still challenging. Secondly, the la-
bels generated by the PWS framework are usually noisy,
which deteriorates the performance of downstream mod-
els. How to evaluate, control and improve the quality of
LFs and generated labels requires further investigation.

My research aims to improve the efficiency and re-
liability of data curation for machine learning, with a
focus on the PWS framework. In this presentation, I will
discuss two of my recent works in this direction, focus-
ing on automatic LF design and improving label quality,
respectively.

2 Presentation Outline
In the first part of the presentation, I will describe the

background for efficient data curation and introduce the
PWS framework.

In the second part, I will describe two of my re-
cent works in enhancing the efficiency and reliability
of the PWS framework. I will first introduce DataSculpt
[Guan et al.(2023)], which automatically designs LFs by
prompting large language models. We explored an ex-
pansive design landscape in DataSculpt and identified
the strengths and limitations of contemporary LLMs in
LF design. Then I will briefly describe ActiveDP, which
combines PWS with active learning [Settles(2012)] to
combine the strengths of both paradigms and improve
the label quality.

In the third part, I will describe the limitations of the
current PWS framework and propose some future re-
search directions in this area.
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