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“AI is akin to building a 
rocket ship. You need a huge 
engine and a lot of fuel. The 
rocket engine is the learning 
algorithms, but the fuel is the 
huge amounts of data we can 
feed to these algorithms.”

—— Andrew Ng



Data Curation for ML Pipelines

Collecting and
annotating datasets for
training ML models

Connect data to
business values or task-
specific values

Integrate, update and
clean datasets to
maintain their value

Structuring and
indexing the data for
efficient queries

Data Creation

Data Maintenance Data Evaluation

Data Organization



Data Curation for ML Pipelines

1 3

2 4Collect Training Data
Collect and manage datasets

for training models

Train Models

Train ML models with
batches of training data

Deploy Models
Push the trained model
into deployment

Monitor Performance

Monitor the model’s
performance in deployment



Data Curation for ML Pipelines

1 3

2 4Collect Training Data
DataSculpt [under review]
ActiveDP [under review]

Train Models

Train ML models with
batches of training data

Deploy Models
Push the trained model
into deployment

Monitor Performance
FILA [SIGMOD 2022]



DataSculpt
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Automatically design label functions by
prompting large language models



Programmatic Weak Supervision

Design LFs
Train Label

Model
Generate
Labels

Train End
Model

Jieyu Zhang et al., . A Survey on Programmatic Weak Supervision. 



Programmatic Weak Supervision

Design LFs
Train Label

Model
Generate
Labels

Train End
Model

Ask human experts to design LFs
• Require nontrivial efforts and costs

DataSculpt: Ask LLMs to design LFs
• Will the generated LFs be accurate?



Research Questions

● RQ1: In which cases can large language models design accurate label functions?

● RQ2: How will the current prompting methods, such as chain-of-thought and self-
consistency, affect the performance of label function design?

● RQ3: How do different LLMs (GPT-3.5, GPT-4, Llama-2) perform in designing label
functions?



DataSculpt Overview



DataSculpt Prompts



Experiment Setup
• 12 real-world datasets, 8 for text classification and 4 for relation classification
• Iteratively prompts 50 query instances to the LLM to design LFs



Prompting Methods
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Pre-trained LLMs
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Key Takeaways
● RQ1: In which cases can large language models design accurate label functions?

● RQ2: How will the current prompting methods, such as chain-of-thought and self-
consistency, affect the performance of label function design?

● RQ3: How do different LLMs (GPT-3.5, GPT-4, Llama-2) performs in designing label
functions?

The evaluated LLMs can design accurate LFs for tasks requiring general knowledge, but
falls short in tasks requiring specific domain expertise, or developing pattern-based LFs for 
relation classification tasks.

While the prompting methods help the LLM makes more accurate predictions, they do not
help improve LF accuracy in general. However, combining multiple responses to create a
larger candidate LF set helps improve the end-to-end performance.

In general, GPT-4 has the best performance, and Llama-2-70b model has similar end-to-end
performance with GPT-3.5. Smaller Llama-2 models (7b and 13b) have problems following
the response format.



ActiveDP
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Combine active learning with PWS to improve
label quality



Motivation

uncovered instances

conflicting weak labels

Can we combine weak supervision with strong
supervision to improve label quality?

instances with only a few weak labels



ActiveDP Overview “check out
my channel”

“check out” → SPAM
“channel” → SPAM



Label Aggregation

We design a confidence-based method for label aggregation. The threshold parameter is
tuned on validation dataset to maximize predicted label accuracy.
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Active Sampler

The active sampler should select samples that are helpful for both the label model and the
AL model, we thus propose a hybrid sampler to balance between these two goals

𝑥∗ = 𝑎𝑟𝑔𝑚𝑎𝑥#[𝐸𝑛𝑡𝑟 𝑓$ 𝑥
% ∗ 𝐸𝑛𝑡𝑟 𝑓& 𝑥, Λ

'(%]]

Where 𝑓$ 𝑥 and 𝑓& 𝑥, Λ are the soft labels predicted by the AL model and the label model
respectively, and 𝐸𝑛𝑡𝑟 𝑝 = −∑) 𝑝)log(𝑝)) is the entropy of soft labels.



Experiments

Downstream model’s accuracy on 6 evaluated datasets



Specialized LLMs
for annotation

Future Directions

Domain specific pre-
training and finetuning

Efficient query instance
selection methods for
imperfect models

Combining weak
supervision with
instance annotations

Active learning
for LLMs

Synergize multiple
paradigms
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